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1. Introduction

This annual report covers the work performed under Contract No. N00039-85-C-0423 for
Combining Multiple Knowledge Sources in Speech Recognition during the year ending May 28,
1988. The goal of this effort is to develop and refine algorithms for coordinating several sources

of knowledge to perform high accuracy speech recognition in a complex military task domain
with a large vocabulary, and to demonstrate the effectiveness of the developed algorithms. The
application chosen for this work is the battle management task domain, in particular, a subset of
the Fleet Command Center Battle Management Program (FCCBMP) application domain.

In the past year, significant progress has been made and a complete speech recognition A
"system has been demonstrated in the FCCBMP domain with a 1000-word vocabulary, thus

completing a milestone of the contract. This report gives a summary of the technical
accomplishments, presented under five headings: research topics, system testing,
demonstrations, database documentation, and porting the system from the LISP rnachine to the
SUN environment. Detailed descriptions of the work are contained in three papers, which have
been included in this report.

I a
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2. Research Topics

~ 2.1 Multiple-Pass Search Strategies

An important problem in automatic speech recognition is to be able to use several diverse
• knowledge sources to aid in recognition. As we have stated in the past, the strategy for

maximizing recognition accuracy is to consider every possible sequence of words, scoring each
sequence using all relevant knowledge sources, and then to choose the sequence with the highest
score or probability, given all the evidence. In practice, since the number of possible word
strings is extremely large, we use several search strategies such as dynamic programming and a
beam search to reduce the computation dramatically with no measurable loss in accuracy. Even
so, the number of alternatives that must be considered may still be too large.

We have developed a new class of recognition search strategies, which we call multiple-

pass search strategies, that will prove useful for speeding up the search with large grammars,
such as large statistical grammars as well as natural language grammars. These algorithms find
upper- bound scores for each of the words in the vocabulary in different regions of the input.
Then, while performing grammar-directed acoustic searches, the recognizer considers only those
words that are known to be likely, given the input speech. We have already demonstrated the

ability of these algorithms to speed up the search with different types of grammars, including
large finite-state networks, statistical grammars, and recursive transition network grammars.

The particular search strategy that we implemented is called the "Forward-Backward p

Search Strategy", because the first pass consists of a forward pass that computes the scores of,-

each word ending at each possible frame. The second, or grammar pass is run backwards, using
the result of the forward pass score for the words. It can be shown that this particular algorithm
results in word scores that comprise a very good predictor of whether a particular hypothesis >
should be followed. In practice, we have found that this strategy often speeds up the
computation by at least a factor of 10. In many cases, since more computation typically requires
more memory, it makes the difference between being able to do the computation within the
memory constraints of the machine and not being able to do it. While this particular forward-
backward search does not allow maintenance of strict real-time, since part of the computation
starts only after the sentence has been completed, it may make "near-real- time" possible. In _

addition, the resulting speed-up will be very useful in accelerating the research.

9.2
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2.2 Statistical Language Modeling

In the interest of developing more robust language models to use in our speech recognition
system, we have been developing a statistical language modeling technique that can be used
profitably when relatively little training data is available. Typically, very large amounts of
training scripts (millions of words) are required to estimate the probabilities of a statistical
(Markov) language model. For applications suc' as the DARPA resource management task
domain though, we don't expect to have more than a few thousand words of sample text for
language model development purposes. Therefore, to ameliorate the estimation problem
precipitated by the lack of large amounts of data, the language modeling technique we have
developed estimates the probabilities of word classes rather than specific words. Thus, we use
linguistic knowledge to reduce the number of probabilities that must be estimated. For example,
by assuming that all names of ships are equally likely at any point in the sentence, we need only
estimate the probability of the class of ships as a whole rather than the probability of each ship.
Using this technique we developed a statistical language model from the training data of the
DARPA 1000-word database and tested our recognition system with that grammar. The results
using the statistical language model were compared with the performance of other models.
When the patterns corresponding to the test sentences were included in the training for the
statistical language model, the average word error was reduced by a factor of 3 relative to the
Word-Pair Grammar. When the test sentence patterns were removed from the training, the S
performance was still approximately the same as with the Word-Pair grammar (which was
trained on all the patterns). The statistical grammar is preferable, however, because it is more
robust than the word-pair grammar because the former allows all possible word sequences, while
the latter does not. Thus, the statistical language model -- even when trained on a small corpus
of example sentences -- provides a robust grammar for new sentences.

2.3 Dialect-Dependent Phonological Rules

In our testing of the BBN BYBLOS system on the DARPA 1000- word resource
management database recorded at TI, we had noticed that the recognition results for one of the
speakers (RKM) (who had a southern black dialect) were significantly worse than the other
speakers tested. In an effort to see whether the inclusion of dialect-dependent phonological rules S
would help, we constructed phonological rules specifically for this speaker. Retesting of RKM
using these rules did not improve the recognition results. We concluded that, at least for this
case, the inclusion of dialect-specific phonological rules does not help performance of our
system.

3
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3. System Testing

In this chapter, we summarize the various tests performed on our continuous speech
recognition system, BYBLOS, and the word recognition accuracy obtained.

3.1 Speaker-Dependent Performance

Using BYBLOS, we processed the speech of eight speakers from the 1000-word DARPA
resource management speaker- dependent database. Speaker-dependent models were generated
for each of the speakers using 570 of their training sentences. Recognition experiments were run
using the remaining 30 training sentences to verify that the models were valid. The system was
then tested with an independent test set comprising 25 test sentences from each of the eight
speakers. For each speaker we ran the test under two different grammar conditions: Full
Branching Grammar (Perplexity = 990), and Word Pair Grammar (Perplexity = 60). With the
Full Branching Grammar, the word error rate ranged from about 25% to 40% with an average of
32%; with the Word-Pair Grammar, the word error rate ranged from about 3% to 16%, with an

average of 7.5%.

3.2 Live Test

On July 27, 1987, three non-BBN speakers (AS, DP, TD) who were to provide speech for
the September 1987 "live tests" came to BBN to record training speech so that we can estimate
speaker-dependent models for them. Each speaker read sentences during a total elapsed time of
one hour, performed in two half-hour sessions. Afterwards, we listened to all of the files and
deleted those sentences where the words spoken were different from those in the text
transcriptions. On the average, we kept about 80% of the utterances, resulting in over 300
training utterances for each speaker or about 15 minutes of actual speech.

On September 29, the three speakers returned to test the system. The word models for each
of the speakers were transfered to the Butterfly (TM) parallel processor which performed the
recognition. The grammar used was the Word-Pair Grammar. Each of the speakers read 30 test
sentences, one by one, and waited for the recognition answer to be typed out. All input data and

&recognition results were also saved on files for later analysis. On average, the recognition

required about 10 times real time. This means that each sentence required about 10-40 seconds

A& 4
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of elapsed time. In each case, the speaker was able to finish the entire session (including putting

on the microphone, comments, adjusting levels, and false starts) within 30 minutes. The word

recognition error rates for the three speakers wcre: AS: 4.4%, DP: 5%, TD: 12%.

,'
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4. Demonstrations

BBN hosted the DARPA Speech Recognition Meeting during 13-15 October, 1987. In the
workshop we demonstrated our BYBLOS continuous speech recognition system and made
technical presentations on our work. The demonstrations included a near-real-time
demonstration of the speech recognition being performed on the Butterfly Parallel Processor, as
well as a feasibility demonstration of a complete spoken language system, in which the output of
the recognizer was used to operate a simple resource management system that included the basic
graphics and database operations.

-

., .%

S-1%.

6r



BBN Systems and Technologies Corporation Y_

5. Documentation for NBS

During the previous year we had specified the list of sentences that were used by Texas
Instruments to record the DARPA 1000-word Resource Management Database, which has been
sent to NBS for general distribution. During this past year we supplied NBS with documentation
on the set of sentences and a complete specification of three grammars to be used for testing 0
speech recognition systems that use this databse: a grammar of sentence patterns, a word-pair
grammar that allows all word pairs that can occur in the sentence patterns, and a null grammar
for the 1000 words. We defined a data format for the grammars and wrote a clear definition of
test-set perplexity to be used by the community. We have assisted several DARPA sites in
specifying experiments to run on their systems so that results can be compared. In addition, we 0
have assisted CMU technically in developing their speaker-independent hidden Markov model
system, and we provided Lincoln Laboratory with our phonetic dictionary.

J.
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6. Port of Software from the LISP Machine to the SUN

Because of the compute-intensive aspects of many of our new algorithms, it became very
difficult to perform research to improve the performance of our system using our existing
Symbolics LISP machines. During this last year we decided that we needed to change our
computing environment to one that afforded sufficient computational power. After considering
several alternatives, we decided that the SUN4 workstation provided a substantial increase in
speed over the Symbolics machine. Therefore, we began a systematic effort at converting all of

our recognition programs from LISP to C to be run on the SUN 4 workstation. Because of the
change in programming language, all programs needed to be redesigned and recoded. In
addition, we have designed into our programs the flexibility to include many of the variations
that we expect will be tested during the coming year or two of our research.

As of May 28, we have completed the implementation of the speech decoder (recognizer)
on the SUN4 workstation. Also, a large part of the training algorithm has been completed. The
results of these programs are being verified by running each algorithm with the same data on the
Symbolics LISP machines and the SUJN4 and requiring that both the answers and the recognition -
scores are identical. %

Our initial measurements of the speed of the new reimplemented programs has shown that
we have achieved the speed advantages that we had hoped for. Specifically, the decoder, .,oN
running in floating point, runs about 4 times faster than on the Symbolics machine. We coded

the decoder in such a way that merely changing a compile-time flag would change whether the 0
algorithm was performed using floating point probabilities or integer log-probabilities. When we
used the latter, we achieved another factor of three increase in speed, making the decoder about S

12 times faster than we had previously. The measurements of the trainer indicate that it is about
20 times faster than on the Symbolics machines. We anticipate that these large increases in
speed will have a substantial impact on the amount of research that we can accomplish in the :-.

coming year.
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7. Papers Presented

Details of our work have been included in three papers that were presented at the IEEE
International Conference on Acoustics, Speech, and Signal Processing, April 1988, New York.

1. "The DARPA 1000-Word Resource Management Database for Continuous Speech
Recognition', by P.J. Price, W.M. Fisher, J. Bernstein, and D.S. Pallett.0

2. "Continuous Speech Recognition Results of the BYBLOS System on the DARPA 1000-
Word Resource Management Database", by F. Kubala, Y. Chow, A. Derr, M.Feng, O.Kiniball,
J. Makhoul, P. Price, J. Rohlicek, S. Roucos, R. Schwartz, and J. Vandegrift.

3. "Statistical Language Modeling Using a Small Corpus from an Application Domain", by
J.R. Rohlicek, Y.L. Chow, and S. Roucos.

All three papers are attached to this report.
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Presented at the IEEE International Conference on Acoustics, Speech, and V
Signal Processing, April 11-14, 1988, New York, N.Y. pp. 651-654

The DARPA 1000-Word Resource Management Database
for Continuous Speech Recognition

Patti Price William M. Fisher Jared Beruistein David S. Pallett

BBN Laborssurses, Inc. Texas Instruments, Inc. SRI International National Bureau of Standards,
Cambrdge, AlA 022.78 Dallas, TX 75266 Menlo Park, CA 94025 Gaithersburg, MD 20899

The methods build on and extend work by Leonard 131,ABSTRACT Fisher et al. (21 and Bernstein, Kakn and Poza (if. Original -

contributions of the current work include methods for designing
A database of continuous read speech has been designed and the vocabulary and sentence set, speaker selection; and distribu-

recorded within the DARPA Strategic Computing Speech Recog- tion of sentence material among the speakers.
nition Program. The data is intended for use in designing and The database design and implementation included: specifi-

evaluating algorithms for speaker-independent, speaker-adaptive cation of a realistic and reasonable task domain, selection of a
speech, and speaker-dependent speech recognition. The data con- habitable 1000-word vocabulary, construction of sentences to rep-
sists of read sentences appropriate to a naval resource manage- resent the syntax, semantics, and phonology of the task, selection
ment task built around existing interactive database and graphics of a dialectally diverse set of subjects, assignment of subjects to
programs. The 1000-word task vocabulary is intended to be log- sentences, recording of the suhjects reading the sentences, and
icaliy complete and habitable. The database, which represents implementation if a system for the distribution and use of the
over 21,000 recorded utterances from 160 talkers with a variety of database. These tasks are described in more detail below.
dialects, includes a partitin of sentences and talkers for t..iing
and for testing purposes. 2 Task Design

1 Introduction 2.1 Task Domain Specification

The development of robust, reliable speech recognition We chose a database query task because it is a natural place

systems depends or the availability of realistic, well-designed to use speech recognition technology as a human-machine in-databases, the technical and commercial community can bene- terrace. To define realistic constraints, and allow for eventual
fit greatly when different systems are evaluated with reference to demonstrations of this technology, we based the task on the use
the same benchmark material. The DARPA 1000-word resource of an existing, unclassified test-bed database and an interactive
management database was designed to provide such benchmark graphics program. The chosen task has the additional advantage
materials: it consists of consistent but unconfounded training that it has been the basis of much research and development
and test materials that sample a realistic and habitable task do- in the natural language understanding community. The value of
main, and cover a broad range of speakers. The goal of this speech recognition technology is enhanced by its integration with
database collection effort was to yield a set of data to promote a natural language understanding component.
the development of useful large-vocabulary, continuous speech The current phase of the DARPA speech recognition pro-
recognition algorithms. We hope that this description will serve gram specifies a 1000-word vocabulary. The test-bed database,
both to publicize the existence of the database and its availability however, has a substantially larger vocabulary size, and therefore
for use in benchmark tests, and to describe the methods used in had to be restricted. Our philosophy in selecting a 1000-word
its construction. subset was to limit the number of database fields, rather than to

The database includes materials appropriate to a naval re- limit the ways a user might access the information. The fields
source management task. The 1000 vocabulary items and 2800 selected include information about various types of ships and as-

resource management sentences are based on interviews with sociated properties: locations, propulsion types, fuel, sizes, fleet
naval personnel familiar with an existing test-bed database and identifications, schedules, Sreeds, equipment availability and sta-
accompanying software to access and display information. 160 tus. The interactive graphics commands include various ways of S
subjects, representing a wide variety of US dialects, read sentence displaying maps and ship locations.

materials including 2 "dialect sentences" (i.e., sentences that con- An initial set of 1200 resource management sentences came
tained many known dialect markers), 10 "rapid adaptation sen- from: (1) preliminary interviews with naval personnel familiar
tences" (designed to cover a variety of phonetic contexts), 2800 with the test-bed database and the software for accessing it, and
"resource management" sentences and 600 "spell-mode" phrases (2) systematic coverage of the database fields, subject to review
(words spoken and then spelled). The database is divided into by the naval personnel in follow-up interviews. These sentences
a speaker-independent part and a speaker-dependent part; both were intended to provide wide coverage of the syntactic and se- 0
are divided into training and test portions. The test portions mantic attributes of expected sentences, rather than expected
are further divided into equal sub-parts for initial testing during relative frequencies of such sentences. Sentences were not fil-
system development ("development test"), and later evaluation tered on the basis of "grammaticality', and therefore include,
("evaluation test"). for example, instances of the deletion, lack of number agreement

10
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between subject and verb, and many cases of ellipsis (i.e, onission After replacement of itistatices wtith variables in thei 12(00
of words required for strict grammaticality but not for compre- sentences, duplicates were remiovedl, s-i~ldingio ( sew'it pal
hension, as in the deletion of the second instance of speed in Is ternis 'The pat terns were ''rdered such thiat thi se withI tlte ri',st

the K rk's speed greater than the A a xs speed. uiliti w tiids 4r class' a fp tiittt first iii tht' list.
The 950 sentence pat terns generated 2800 sentviices in three

2.2 V niuayass 'ciateti with each variable iletertiltt which liistalice shm 'ilti
be used fo r each siibstitttii 'I lie patterns thus genieratedl a set

The vocabulary was deterinined bn collecting all words in the of sentences thiat systeniaticalls covered thie vocabulary tfets.
1200 initial resource matiageintt sentences. If eveittual users are After renmoval oif duplicates, there were 2835 sentettces. FThe 35
expected to stay within thle defined vocabular * , it should he, in iongest sentences were renmoved; tile remaining 28001 wvere htandf
some sense, grammatically, logicallv antI seia?,ficalls complete. edlitetd to remove infelicities that could arise fron tile proceduire
Therefore, words were added so that the vocabulary included: (I ) (such as one carriers generated frun [cardinall lshipsl). [lie first
both singular and plural fo~rms of nouns, (2 words required for 600 sentences generated were designtated traitning sentences; the
all caridinal numbers less thaii a million, (3) wordls requiredl for all ordering of the patterns and the getieratint procedure resultedl in
ordinals needed for dafes, ( 1) infinitive, present and past Itartici- good coverage of the vocabulary: these 600 sentences cover 97%
ple verb Forms, (5) all nioriths arid days of tile week. In adlditiotn, oif the vocabulary items.
items were addled for semiantic "cotmpleteness". For exatmple, In between the concept of speaker- independ en ce (requirintg
sitnce high ticetirreil 1ov., high"'r. /iiqhcsf, limir.r andt loiiesl were' no new data from new speakers) and speaker-dce petidetute (requir-
adlded,. Tite vocabulary was !teit c''nijulctef liv adinitg i'tt.. ing a great deal of data from each news speaker) is the cotncept of
open class itemis to cover 33 pu ri s, 26 ' I ter landt 1I cati' us, 2 6 speaker- adat at ion (requiring a smiall amnounit of data fromit each
bodies of water, anid too) ship tiartues (in both tnoinative anil new speaker). For uise in speaker- adaptation technologies we have
possessive forms). providled 10 "rapid adapt ationi" sentences, desigtted to provide a

1-1Since these sentences were to be read by liaive subjects broad aiid representative sample of tile speaker's production of
not familiar with thle task domnain oir the database, the sticab- phomirtimes and phonemie sequences of the 2800 resource nianiage-

r ulary was revised: some open class itemts were refilaced withI ment senttences. The goal was to provide embedded sets of one,
others thought to be easier to pronounce (Sea of .Iapunn for Sea tao, five arid tell sentences thtat each had tile best coiverage (for
of Okhotsk), aisu spellings of some teclitical terims wvere cluatigeil its size) of the relevant ptlonitnuc mtaterial. Thus, the first is thle
to clarify the pronunciationt ( TASSEAJ for the acronym TASA!). best adaptation sentence, the second sentence, whens addled to

the First, is the best cornbinatioii of two sentences according to

r 2.3 Sentensce Materials the same coverage criteria, and so onl up to ten.
A coverage score was calculated for each phoneme~ and

The 1200 initial resource maniagenment sentertces bad son phoneme pair in a sentence based on the observed frequency tof

disadvant ages: they included many, slight variatitons of the same the phoneme or phoneme pair itt the 2800 sentences, but breadth
sentence (e.g., only a ship ntame chtanged or the deleted), and the of coverage was promoted by dividing the observed frequemicy of
vocabulary items were riot evenly represenited (the naval person- each phoneme or phoneme pair by a factor (we used 3.0) each
nel interviewed tended to use otnly oite or tw, ship lines, for time it was used in the material currently having a score calen-
example, in all their examples). Further, we felt that far more hated. In order to inhibit the tendency for the longest (and miost
than 1200 sentences would be needed to represent the vocab- difficult to read) sentences from being selected, we normalized by
ulary' items and phonetic contexts of the task. Therefore, the dividing the score by sentence length. The resulting adaptation
initial 1200 sentences were reduced) to a set of 950 unique surface sentences are listed in the appendix.
semantic-syntactic patterns that were theni used to generate 2800 Frte"pl-oe teacs 0 od eeslce

sentnce wih exelliitcovrageof he ocablar itmsfrom the 1000 vocabulary items; the 400 words not selected were
'0The replacements included the replacement of iitstances of inflected variants of those chosen.

specific ship names with the variable [shipniarel, and of mai
;,"--es of th'e with the v-riusble [opithe! (to indicate optional3 Sujc Se cto an Re rd g
the). About 300 such variables (indicated here by square brackets 3. SujcSecto
to distinguish them from vocabulary items) were defined and and 3. SujtSeeto

use torepacespeifi intanes.Oit the basis of demnographtic atid phonietic characteristtcs,
In the two following examples, included to give an idea of the 160 subjects were selected from a set of 630 adults who hail

degree of abstraction involved, the variable definitions are: [what- participate(] in anl earlier dlatabase effort 121. These 630 native
i s] * wihat is, what's; [shipniame'sl =: Kirk's, Fox's, etc.; [gross- speakers ttf Enmglish (70% male, 30% female) with ito apparett
average] 7> gross, average; [long-metric] = long, metric; 1 show- speech prttblems Formeid a relatively balanced geographuic satmplle
list] = show, list, show me, etc.; [ships) => carriers, cruisers, etc.; ,'f the U~nite'd States. As a grtoup, the subjects were yotung, wvell-
[water-place] -> Indian Ocean, Sea of Japan, etc.; [datel => March cilticatetl. atid White; 6~3% in their tweitties, 78q' wvith a ltacht
4th, 2 June 1987, etc. I' urs idegree atnd T1% Black. Each speaker wvas idenified withI 'tit,'

',f e'ight gvt'grsauhir regi' 's 4t mrgin New E-nmglandl. Nets 'trk -

1. [what-ts] lopithel [shipniames'] [ gross- avera ge] displacement NV wilierti N,)th ftNIidlandi, Smih MIifdland, Sothfernu, Westen

2. Ishota-list! Ioptihlt' (qhips' in ls'titr-plac; utile.- 'inAnis Ptrat' (pie'tjle swho miovedh artmiud a lot while grsusii

Pint)



Among other material, each of these 631 subjects had i% indicated in parentheses. These are referred to as "types" in
recorded two dialect-shibboleth sentences (i.e., sentences contain- the table in distinction to sentence tokens, or productions by a
ing several instances of words regarded as a criterion for distin. particular speaker. In all, for the speaker-independent databas-,
guishing members of dialect groups). 'T'hese sentences, inchded 9120) sentences were I c,,rd<d ( 1560 fo r training, 22R1 f(,r dvvetl, 'p-
in the appendix, were hand-transcribed and used to derive a pho- ment test, and 2280 for evaluation test). Note that, this tieing the
netic profile of each speaker as to phonology, voice quality, and speaker-independent database portion, the training subjects do
manner of speaking. The 630 speakers were automatically di- not overlap with those in the test parts of the database.
vided into 20 clusters according to their pronunciation of sev-

eral consonants, speaking rate, FO, and phonation quality. From
these 630 speakers (now identified by phonetic cluster, geographic SPEAKER-INDEPENDENT DATABASE

origin and demographic characteristics) 160 were selected for the development evaluation
speaker-independent part of the database, and 12 for the speaker- N training test test
dependent part. No. Subjects 80 40 40

The 160 speaker-independent subjects were chosen to sat- No. Sentences (types)
Resource Management 40 (1600) 30 (600) 30 (600)

isfy the following constraints, in order: I) even distribution of Diatect 2 (2) 2 (2) 2 (2)

subjects over four geographic regions (NE-NY, Midland, South, Adaptation 0 (0) 10 (10) 10 (10)

North-West-or-Army) and over the 20 clusters derived from ob- Spell-mode i5 (300) 15 (0so) 15 (1so)

served phonetic characteristics; 2) 70% male, 30% female. These TOTALS 57 (1902) S7 (762) 57 (762)

constraints are satisfied in the subject selection, and each major
division of the database (training, development test an evalu-
ation test) have similar distributions across sex and geographic For the speaker-dependent training portion of the database,
origin, each of 12 subjects read the 600 resource management train-

The 12 speaker-dependent subjects were chosen to satisfy the ing sentences, the 2 dialect sentences, the 10 rapid adaptation
sentences, and a selection of 100 spell-mode phrases. The 1200following constraints: 1) representation of each of the 12 largest spell-mode readings covered 300 word types, with 4 productions

phonetic clusters; 2) seven male, five female; and 3) geographical pe word

representation as follows: one each from New York and New per word.

England, and two each from Northern, North Midland, South In the speaker-dependent test portion of the database, these
Midland, Southern, and Western. Of the 12 selected speakers, same 12 speakers each read 100 resource management sentences
11 were from the speaker-independent part of the database, and for the development-test part of the database and another 100
all were relatively fluent readers with no obvious speech problems. resource management sentences for the evaluation-test part, as

well as 50 spell-intde phrases. From the 2200 resource man-
agement sentences not read in the training phase, two random

3.2 Subject-Sentence Assignment selections of 600 sentences were made, one for the development
test arid one for tlhe evaluation test portiore. Distributing these

Both the speaker-independent and speaker-dependent parts oe r the valabin e es 2 utn pese

of the database are divided into sets for training, development over the productions available in each gives 2 utterances per Sel-

andtene. Similarly, two random selections of 150 words each were
test made from the pool of 600 spell-mode phrases for the devlop-meait andI evaliiath,, test sets. IDistrihutig these over thre 600

In the speaker-independent training part of the database, 80 rea dtings availa tle siel s ro uc ion p e o

speakers each read 57 sentences (10 resource management sell- r ds 4 productions per word.

tences, the 2 dialect sentences, and 15 spell-mode phrases) 1600 The fllowing table illustrates the structure ,f the speaker-
distinct resource management sentences were covered in this part dependent part of the database. Again. the t,,tal number ,,f
of the database; any given sentence was recorded by two subjects. differlitl- resmrce management sentences ("tvpes") cvered in

The distribution of sentences to speakers was arbitrary, except each srubsset is indicated in parentheses after the rrrirlr,,-r indi-
that no sentence was read twice by the same subject. Each of cating how many sentences were read bv -ach subject. In all, for

the 80 speakers read 15 spell-mode phrases, yielding 120) pro- the speaker-dependent database, 12,1.14 utterances were recorded
ductions covering 110 unique words. Lacli spell iin,-, phrase in (85,14 for training, 1801 fr (levelpitnt test, and 1800 for evalu-
this part was read by 4 speakers. ation test). As is appropriate for a speaker-dependent database,t r r y athe speakers in the training set are the same as the speakers in

In the speaker-independent devel(,pinent test set anid eval- the test set.
natin test set, 40 speakers each read 31) resirce rirragelri-nt

sentences, tihe 2 dialect sentences, tie 10 rapid adapltati,,n sen-
tenrces, and 15 spell-i,,de phrases. 6101 resource rirailageo lei SPEAKER-DEPENDENT DATABASE

sentences were randortily selected for each test and assigned to _____ development auto

tire 1200 available productions (40 speakers times 30 sentences), training test teist

yielding two productions per sentence, as in tie training phase. No. Subj ts 12 12 _

Similarly, in each test set, 150 spell-mode phrases were selected No Sent..e,.. (type,)

and assigned to the 600 available spell-mode productions. Reg,,re eanagement 600 (600) 10 (600) I00 (600)

The following table illustrates the structure of the speaker- Dialect 2 (0) 0 (0) 0 (0)Adatpist,-n r0 (ii0) 0 (0) C (0)

independent part of the database. The numbers indicate how SplUl......d- 10 (30i) 0 (itso) so (iso)
many sentences each subject read. The total number of resource TOTALS 712 (912) 150 (750) ISO (7no)

management sentences covered by each subset of the database
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3.3 Recording Procedure training and testing portions. We have also described the steps
e r Po rinvolved in creating this database, including the recording pro-

The utterances were digitally recorded in a sound-isolated cedure and new methods for designing the vocabulary and ben-

recording booth on two tracks: one from a Sennheiser IIMD414 tence set, speaker selection, and distribution of sentence materi-

headset noise-cancelling microphone, 6,1d 01- 01her fro", - 1 T : als among the speakers. In addition, we have outlined procedures

4165 one-half inch pressure microphone positioned 30 cm from for obtaining the database and for using it as a benchmark. Fur-

the subject's lips, off-center at a 20 degree angle. The material ther details on each of these areas will be made available with SVb
was digitized at 20,000 16-bit samples per second per channel, the database.
and then down-sampled to 16,000 kHz.

Prompts appeared in double-high letters on a screen for the Acknowledgements. This effort has been a collaborative

subject to read. After the recording, both the subject and the effort that involved not just the authors, but the DARPA speech

director of the recording session listened to the utterances and recognition cormnunity in general. However, chief responsibil-

re-recorded those with detected errors. Any pronunciation con- ity for the various tasks required by the project was assigned as

sidered normal by the subject was accepted. follows: BBN - task design, vocabulary selection and sentence

construction; SRI - subject selection and dialect sentences; Ti -

subject-sentence assignment and recording of data; NBS - distri-

4 Database Availability and Use bution and evaluation methods. We gratefully acknowledge the

naval experts who helped us and the DARPA Strategic Comput-

This database, which is intended for use in designing ing Speech Recognition Program for funding this effort (contract

and evaluating algorithms for speech recognition, is being made numbers N00039-85-C-O.123, N00039-85-C-0338 and N011039-85-

available to provide: (l) a carefully structured research resource, C0302 monitored by SPAWAHI, and, for NBS, I)A l'A order

and (2) benchmarks for performance evaluation to judge both number 6079).

incremental progress and relative performance. References
At present only the data from the Sennheiser microphone

is available. This material alone amounts to approximately 930 [11 Bernstein, J., M. Kahn and T. Poza (1985) "Speaker sampling
Megabytes (MB) of data for the speaker-dependent subset and for enhanced diversity," IEEE ICASSP-85, paper 41.2.
640 MB for the speaker-independent subset, with an additional
460 MB included in the spell-mode subset. lhe down-sampled 121 Fisher, W., V. Zue, J. Bernstein and D. Pallett (1987) "An

(16 kliz) data in Unix "tar" format (6250 bpi) can he made acoustic-phonetic database," J. Acoust. Soc. Am., Vol.81,

available on a loan, copy and return basis. Suppl. 1, abstract 001.

To provide benchmark tesi facilities, a Ret "f pr'(,edres and [31 Leonard, R. G. (1981) "A database for speaker-independent

a unif,rm scoring software package have been devel,,ped at the digit recognition," IEER ICASSP-84, paper 42.11.

eNational Bureau of Standards NiS). [liThe s ornig sot Warr un- [41 For further information on availability of the database, test
plements a dynamic progranuning string algnent on the )rth'- procedures and scoring software, contact D. S. Pallett, Room
graphic representations for the reference sentences and for the A216 Technology Building, National Bureau of Standards,
system outputs. Comparable scoring necessitated agreement on Gaithersburg, MD, 20899. Telephone: (301) 975-2935.

a standard orthographic representation for each vocabulary item.

The scoring software ard testing procedure are being used in the APPENDIX
DARPA program for performance evaluation, and are available Dialect-Shibboleth Sentences
to the general public on request [41.

For those organizations wishing to deterine arid report per- She had your dark suit in greasy wash water all YearFor hos orgniztios wihin todetemin an reprt er-2. Don't ask me to carry an oily rag like that

formance data corresponding to that reported by DARPA pro- 2 "

gram participants, NBS can provide test material used in DARPA Rapid Adaptation Sentences
benchmark tests [41. If the results are to be publicly reported,

it is required that the sumqrnaiy statistics he obtained using the I. Show locations and C-ratings for all deployed subs that were 6.
NBS scoring software, and that copies of system output for these in their home ports April 5.
tests be made available to NBS. 2. List the cruisers in Persian Sea that have casualty reports

earlier than Jarrett's oldest one.
3. Display posits for the hoked track with chart switches set to

5 Conclusion their default values.
4. What is England's estimated time of arrival at Townsville?

For DARPA program participants, this database has proven 5 How many ships were in Galveston May 3rd'
useful inr r thedesignandevaluationof s dataaehasproen 6. Draw a chart centered around Fox using stereographic projec-

useful in the design and evaluation of speaker-independent, tion.
speaker-adaptive, and speaker-dependent speech recognition 7 How many long tons is the average displacement of ships in
technologies; we hope it will be useful to others as well. Sim- Bering Strait'?
ilarly, the methods developed for its design arid collection should 8 What vessel wasn't downgraded on training readiness during
prove useful in the development of similar databases. July,

We have described the characteristics of the DARPA 1000- 9 Show the same display increasing letter size to the maximum
value.

word resource management database: the task domain, the vo- t0 Is Puffer's remaining fuel sufficient to arrive in port at the
cabulary, the sentence materials, the subjects, the division into present speed?
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Continuous Speech Recognition Results of the BYBLOS System

on the DARPA 1000-W ord Resource Management Database

F. Kubala, Y. Chow, A. Derr, M. Feng'. 0. Kimball, J. Makhoul.
P. Price, J. Rohlicek, S. Roucos, R. Schwartz, and J. Vandegrift

BBN Laboratories Incorporated., Cambridge. Ma. 02238

'Northeastern University, Boston, Ma. 02115

ABSTRACT grammars used in the experiments are described in section

We present results of the BBN BYBLOS continuous speech 4. Section 5 presents the recognition system results. The

recognition system tested on the DARPA 1000-word re- results are discussed in section 6.

source management database. The system was trained in a

speaker dependent mode on 28 minutes of speech from each 2 THE BYBLOS SYSTEM

of 8 speakerb, and was tested on independent test material The BYBLOS continuous speech recognition system '2

for each speaker. The system was tested with three artificial uses discrete denri" hidden Markv mod-Is (HMM) of

grammars spanning a broad perplexity range. The average phonemes, a phonetic dictionary, and a finite state gram-

performance of the system measured in percent word error mar to achieve high recognition performance for language
was: 1.4% for a pattern grammar of perplexity 9, 7.5% for models of intermediate complexity. The parameters of the

a word-pair grammar of perplexity 62, and 32.4% for a null IIM.Ms are estimated automatically from a set of super-

grammar of perplexity 1000. vised training data. The trained phoneme models are com-

bined into models for each word in the dictionary. These

phonetic word models are then used to compute the most
I INTRODUCTION likely sequence of words in an unknown utterance. A for-

A meaningful comparison between the performance of mal description of a complete H*M system is presented in

speech recognition algorithms and systems can be made [1'.

only if the systems have been tested on a common database. The BYBLOS system has been designed to accomodate

Even with common testing material, comparative results large vocabulary applications. It trains a set of phoneme

become difficult to interpret when grammars are used to models which requires only a moderate amount of speech

constrain the recognition search. The ambiguity introduced to adequately observe all the phonemes. In addition, the

by the use of grammars can be overcome by reporting re- system trains a separate model for each distinct context in

suits with the grammar disabled, which would establish a which a phoneme is observed. A phoneme's context can

baseline acoustic recognition performance for the system, be defined by its adjacent phonemes or the word in which

and by using standard generally available grammars. Fi- it appears. Context modeling captures coarticulation phe-

nally, reporting a standard measure of the constraint pro- nomena explicitly and preserves phonetic detail for those
vided by a grammar makes the results more meaningful. contexts which occur frequently in the training material V.

In this paper we report results for the BBN BYBLOS By combining the smoothed phoneme models with the de-

system tested on a standard database using two well de. tailed context models. BYBLOS makes maximal use of the

fined, artificial grammars and with an unconstrained null available training material. The performance improvement

grammar. The database has been developed by the DARPA gained by using context dependent phoneme modeling has

Strategic Computing Speech Recognition Program for the been reported in '3].

purpose of comparative system performance evaluation of After training is completed, the dictionary is popu-

continuous speech recognition systems *6]. lated by compiling the trained phon-tic models into word

In section 2, we describe the BYBLOS system. In section pctworks. A finite state grammar, if used, is compiled

3, the database and testing protocol are discussed. The from a formal language model specification. To decode
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an unknown utterance, BYBLOS utilizes the precompiled occur more than once.
knowledge sources jointly in a time-synchronons, top-down Twenty five sentences were selected by NBS as test ma-
search. This search strategy allows efficient pruning and terial for each speaker. The test sets are different for each
minimizes local decisions, speaker, but on average, each set contains about 200 words.

BYBLOS has been demonstrated in a speaker dependent The test sentences for the eight speakers cover 46% of the
and a speaker adaptive mode. Speaker dependent miod- dictionary. 91% of the word tokens occurring in the eight
eling achieves high performance by estimating the model test sets have occurred more than once in the training set
parameters from a training corpus which is large enoulgh illustrating the effectiveness of the training data coverage
to contain most of the contexts likely to appear in sub- over the task domain.
sequent t.e of the system. The speaker dependent m,,de
has been used to achieve the results rep,,ried in this pa- 4 GRAMMARSThespakr4datieRod mdiAeRteSel taied
per. The speaker adaptive mode modifies the well trained. The results reported below have been run using three differ-
speaker cependent word models of one speaker to model a ent grammar conditions. These grammars are not intended
new speaker. This technique allows the system to benefit as serious models of the task domain, but are used because
from the well trained word models of a prototype speaker they are simply defined and allow the system to be tested
even when the training material from tye new speaker isevenwhe th tranin maeria frm te ne spake is over a broad range of language model constraint.

extremely limited. The adaptation mode of the BYBLOS A sradtra e of he constraint.
A straight- forward measure of the constraint provided

system is discussed in 4.8' .  by a grammar is test set perplezity [5 which is measured
on a finite state network generated by the grammar and

3 DATABASE a given set of test sentences. For the purpose of perplex-
The database, described in deLail in :6. was designed ity measurement, a distinguished symbol designating inter-
to provide a standard for research in speaker dependent. sentence silence is added to the dictionary and to the end
speaker adaptive, and speaker independent continuous of each sentence of the test set. The augmented sentences
speech recognition. The database was designed to cover the are then concatenated and appended to an initial inter-
vocabulary, syntax, and functionality of a naval resource sentence silence to form the word sequence, U'1 . ..... .

management task. The vocabulary consists of 1000 words. If the word sequence is sufficiently long, the probability of
The task domain covered by the database is specified by a the sequence given the grammar, P(wu,w 2 .... w), can be
set of 950 sentence patterns which were used to generate used to compute an estimate of the grammar perplexity.
the 2800 distinct sentences in the database. The perplexity of the grammar. given the test set word

The speaker dependent database provides 600 sentences sequence, is defined as:
(about thirty minutes of speech) designated as training ma-
terial from each of twelve dialectally diverse speakers. col- L = 2 (1)
lected in six different sessions. The scripts for the training wvhere
material are designed to maximize coverage of the vocab- K 1= ( lg(wU:-- I 'I)W (2)
ulary and sentence patterns. The speakers include seven n
male and five female speakers. Independent test material is the average per word entropy of the language model, and
was collected for the twelve speakers during additional ses-
sions. P u') = 1 (3i

The experiments reported in this paper have been con-
ducted for the purpose of comparative performance evalu- For the grammars used in these experiments, the proba-
ation within the DARPA community. The evaluation was bilities on the words allowed bv the grammar at position
administered by the National Bureau of Standards (NBS). in the test set word sequence are assumed to be uniform.
For the speaker dependent portion of the evaluation, tests The three grammars. which we call the sentence pattern.
were conducted using eight of the twelve available speakers. word-pair. and null grammar. allow all sentences in the

We withheld 30 sentences from the training material for training and test databases. The sentence pattern grammar
each speaker to be used for adjusting global system parame- is compiled directly from the set of 950 sentence patterns
ters. The remaining 570 sentences that we used for training covering all sentence types in the task domain 6 . The
include 952 unique words from the vocabulary. Appruxi- perplexity of the pattern grammar, averaged over the eight
mately 57 of the words in the dictionary are not observed speakers' test sets. is 9. The word-pair grammar allows all
at all in the training set. 367c occur only once. and 497 two-word sequences allowed in the sentence pattern gram-
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mar. Its perplexity is about 62. The null grammar allows exceed 100%.

all sequences of words in the vocabulary and therefore of- A word hypothesis is counted in error if it does not iden-
fers no language model constraint. The effective perplexity tically match the correct word transcription. Specifically,

of the null grammar is equal to 1000 - the vocabulary size. homophones (e.g., to, two, too: or ships, ship's, ships') are

counted as errors. Homophone errors typically occur only

,5 RESULTS in the null gramnar experiments where the' account for
The system parameters for these experiments were derived approximately 45 of the word error rate. Furthermore, no
from two speakers' data collected at BBN and limited test- special significance is given to errors which are ph,,netically
ing on two speakers from the DARPA database (CMR and close to the correct answer (minimal pair differences) or to

BEF) using the data that we withheld from the training errors which leave the semantic interpretation of the sen-
set. The system configuration was then fixed for the entire tence intact (most deletions of the word 'the').
set of experiments. Each speaker was trained only once. Individual results for each speaker are shown in Table 1.

The database speech was collected at Texas Instruments Two speakers, CMR and DTD, are female. The results are

(TI) in a sound is,,latin g ,,th. For these experiments given as word error, defined above, and as word correct:
we used speech sampled at 20 kHz, through a Sennheiser

H\ID-414, close-talking, noise-canceling microphone. 14 WORD CORRECT = 100 x J - (S - D) / Ni

Mel-scale-warped cepstral coefficients were computed every where. S. D. and N are defined as before.

10 ms. using a 20 ms data window, and vector quantized Note that:

using an 8-bit codebook. VORD ERROR # 100 - WORD CORRECT.
For the pattern and word-pair grammars, the sentence

Word Error error rate and test set perplexity are alqo given. For the
null grammar case, the sentence error rate is near 90%,1---.4 •and the perplexity = 1000.

7 6 DIscussIoN

10- In our experience, average word error (E) for a set of speak-

-. ers can be estimated as a function of perplexity (L) by:
-32.4 0

9 62 E = cr v/L (4)

100I I Figure 1 indicates that a : I for this data set over most
1 10 100 1000 of the perplexity range. We have conducted numerus ex-

Test Set Perplexity periments on speech collected at BBN in normal office en-

vironments. The experiments have used a variety of gram-

Figure 1: Recognition Performance as a Function of Gram- mars including those reported here. We consistently find

mar Perplexity. The axes are log scale, the average word error to be reasonably predicted by using
a which is half the error rate obtained for the TI speak-

ers. The difference in average performance between the TIFigure 1 showvs recognition perfo~rmance, averaged across

the eight speakers. for the three grammar conditions. The and BBN data may be explained by differences in speaking
style and rate. The speakers collected at BBN have someperformance is given in percent wvord error:
experience with speech recognition systems and generally

WORD ERROR = 100 Y (S - D - I) / N speak more clearly than the speakers collected at TI.

where: While the average performance is generally predicted by
S = number of substitution errors, perplexity, an individual speaker's performance may not be.
D number of deletion errors. For example, speaker DTB performs far below average for
I = number of insertion errors, the null grammar but above average for the word-pair and

= total number of word tokens in the test sentences, pattern grammars. Similarly, the performance for RKM on

This measure has been proposed as a standard within the the word-pair grammar is far worse than would be predicted

DARPA community. Note that since the number of inser- from his results on the pattern or null grammar.

tion errors possible is not bounded, this error measure can It is clear from these results that performance can be
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VOU Ar JUWM VWu- - - --

11 Sentence Pattern Vord-Pair No Grammar
word word sentence test set word word sentence test set word word
error correct error perplexity error correct error perplexity error correct

% __1 % % % %
BEF 2.6 98.3 20 8 8.9 93.2 44 62 40.9 62.6

CMNR 2.7 99.1 21) 7 9.3 94.7 52 06 39.6 65.4
DTB 0.5 100.0 4 10 5.4 96.5 32 64 39.4 63.1
DTD 1.0 99.0 8 8 6.7 94.2 44 541 26.7 75.3

JANS 0.9 99.1 8 9 4.3 96.2 28 59 25.6 75.4
PGH 0.5 99.5 4 9 6.0 96.0 24 56 32.0 70.5
RKM 2.4 98.1 16 10 16.4 89.7 52 64 30.5 71.8

TAB 0.5 100.0 4 9 3.2 97.7 20 67 24.8 76.5

4avg 111.41 99.11 10.5 9 117.5[ 94.81 37.0 62 132.4 70.111

Table 1: Recognition Performance by Speaker for three grammar onditions.

made arbitrarily high by lowering the grammar perplexity. !4' Feng. M., F. Kubala, R. Schwartz (1988) "Improved
For large vocabulary, complex task domain applications, Speaker Adaptation Using Text Dependent Spectral
however, low perplexity grammars are likely to be too re- Mappings," IEEE ICA SSP-88, Elsewhere in these pro-

strictive for real use. We expect that habitable grammars ceedings.

for 1000 word task domain applications will require per-

plexities larger than 50. 5 Jelinek, F. (1987) "Self-Organized Language Model-

ing for Speech Recognition," Unpublished manuscript,
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A lIST RACT mance in many applications. Several approaches have been
Statistical language models has been successfully used to successfully employed for languages of various complexity
improve performance of continuous speech recognition al- and various sizes of training corpus (for example 121).

gorithms. Application of such techniques is difficult, when In certain restricted domains, finite state grammars have
only a small training corpus is available. This paper been used with considerable success (see [II for example).
presents an approach for dealing with limited training avail- In this case, the likelihood of a word sequence is a binary
able from the DARPA re.qource management domain. An ini- decision - a sequence is either parsed in the grammar or it
tial training corpus of sentences was abstracted by replacing is not in the allowable language. The extent to which the
sentence fragments or phrases with variables. This training actual word sequences in the application are parsed by the
corpus of phrase sequences was used to derive parameters grammar is termed coverage. When the language is known
a Markov model, The probability of a word sequence is and not complex, the coverage is generally high and the
then decomposed into the probability of possible phrase se- constraints are well modeled by the grammar.
quences and the probabilities of the word sequencCs within In the case of large vocabularies (> 1000 words) and "nat-
each of the phrases. ural" language input one approach taken is the specification

Initial results obtained on 150 utterances from six speak- of formal grammars which describe the syntactic and se-
ers in the DARPA database indicate that this language rod- mantic constraints of the domain 161. The important isrue
eling technique has potential for improved recognition per- is then the extent to which this grammar provid,,s sufi-
formance. Furthermore, this approach provides a frame- cient coverage while ruling out invalid word sequences. It
work for incorporating linguistic knowledge into statistical has been found that it is difficult to achieve a high degree
language models, of coverage however. Recognition performance is generally

high on sequences parsed by the grammar. However, when

coverage of the valid word sequences is not high, then the

I I NTIRO)ICTION language model actually introduces errors by not allowing
I I ~l~l)1ClONvalid word sequences.

This paper addresses the use of statistical language rood- To ord ee r na ts

eling techniques in continuous speech recognition in the o over ao e theistiformanc e t r an impo sed .

DARPA 1000-word naval resource management apiton poor coverage, statistical language imodlels can he used.
domain [51-. This application involves the application When a large training corpus is available, the parameters
natual" speech qies toan intecte drecognition of of a stalisliral language model can he determined. To the

'natural" speech queries to an interactive databaae system, extent that the training corpus is representative of the real
As will be discussed below, the "language" which will be apiain ncitcnqe rvd odpromneIl
used is unknown and a large training corpus is not available. Furthermore, since no binary perosin as to the validity of

Straightforward application of statistical language model- arw or s nce ns n ary te mto d a s bity of

ing echiqus i theefoe dffiult Howver a angage a word sequence is necessary, the method is less "brittle"ing techniques is therefore dificult. Iowever, a language than the formal grammar techniques.
model is required to obtain very good recognition perfor-mance. fn the domain of interest in this paper, the language is

Language models provide a way of assigning likelihoods not sufficiently well defined to allow the use of a finite-
o wstate grammar which both captures the constraints of theto word sequences in a language. The combination of such a

ineasurc with a mneaure of the acoustic likelihood of a word domain and is of reasonable size. Furthermore. there is no

sequence has been shown to give good recognition perfor- adequate training corpus for construction of - straightfor-
ward statistical model to characterize the word sequences.

'This research was supported by the l)efens Advanced Re- )ue tothe natural language interface, a grammar describ-
search I'rnjects Ngency under contract N00039-85-C-0423 moni- ing the complete language is very complex. Also, it is diffi-
tored by SPAWAR cult to evaluate the extent to which any partic ular grammar
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Figure 1: Word sequence model

covers sentences of the ultimate application domain. The The probability of the phrase sequence and the word se-
complexity of the language suggests a statistical approach. quence w 1 , wI2 , ... , , is then

However, since the application does not Yet exist, a truly
representative training corpus is not available. Further- Pr(c. cv,wti... , )
more, we feel that due do heavy use of jargon and unusual
sentence structure, any attempt to use a training corpus Z I-Pr (w(') c,) Pr(cI cic ... i-_)

from another domain, such as general English text, would N,.,
1

,. , ,=i
be ineffective, where the sum is effectively over the possible segmentations

The approach described in this paper attempts to incor- of the word sequence into the phrases. Note that since any I
porate some linguistic knowledge of the structure of the lai- 11' might be a null ezpansion of a phrase, this represen-
guage into a probabilistic framework. Using this approach, tation of the probability in fact has an infinite number of

we will show very good performance can be obtained when terms.
the algorithm is evaluated on sentences which are indepen- Using this structure, we identify phrases based on syntac-
dent of those used in construction of the statistical model, tic and semantic components of the language. For exam-

In the next section, the basic structure of the model is pIe, typical phrases include "open" set classes such as ship
described followed by a description of the training method names or complex expressions such as dates. Also. to corn-
employed. In Section 3, the results on six speakers from the plete the coverage of the language, single word phrases are
DARPA database are presented. Finally. Section 4 contains also allowed. Associated with each phrase is a small finite
a short discussion and concluding remarks,. state grammar describing all possible ways that a phrase

can be expanded.

2 APPROACH The parameters of the Markov phrase model are derived

2.1 Language Model Structure from the training corpus. The probabilities Pr (w(Olc) as-
.grsociated with the transformation of phrases into word sub-

The principle goal in the design of the probabilistic lan- sequences are assigned a priori. In this way, a small train-
guage model is to allow the estimation of rost model ing corpus can be used to estimated the smaller number
parameters from the modest training corpus which is avail- of parameters of the Markov model without sacrificing the
able. A Markov model used to generate word sequences robustness of the overall model.
directly has too many parameters (the transition proba-
bilities) to be estimated reliably from the limited training
corpus. By considering a simpler model, whikkh has fewer 2.2 Corpus

parameters associated with it, robust estimates might be In the resource management application domain, the initial
obtainable. Furthermore, some linguistic structure can be training corpus consists of approximately 1200 sentences on

identified, and this structure is incorporated into the model, a vocabulary of about 1000 words which are thought to be

The model for the generation of a word sequence is com- representative of the donain. These sentences were gener-

posed of two part (Figure 1). First, ;t sequence of phrase ated attempting to simulate the interaction of a person with

variables cl, c, ... , is generated as a Markov chain. Then. the interactive database system. This database is further
for each phrase ci a sequence of words i;,(') is generated, described in [51 in these proceedings.

independent of the phrases c2, j - i. The probability of a From these initial sentences, a set of approximately 1000
phrase sequence ci, c i .... c is sentence patterns were generated. This process was car-

ried out manually. The goal was to incorporate linguistic
Pr(ci.cNy) knowledge by replacing syntactically and semantically simi-

Pr (ci) Pr (culc) • Pr (,v le,..., c r - ) lar components of the sentences A ith phrase identifiers. For
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example, a typical sentence and Uis corresponding pattern algorithm. Whole word models are const.ructed by con-
is catenation of interpolated (by context) triphone models.

The statistical language model described above is coin-

What gas surface ships which are in Coral Sea are bined with these word models. Conceptually, cach tran-
= chatpabl-te s esition in the Markov phrase model is replaced by a net-

what lprop-type) surfare lessels l opithat-arej work representation of the sub-grammar associated with
in [water-place] are Icapabziityj capable the phrase (with branching probabilities at each of the

A phrase such as Iopuhatlarel can be expanded into the nodes). Each arc in the grammar is replaced by the hidden

finite state grammar Markov model for the word associated with the arc. There-
fore, the entire model can be thought of a one large hidden

lopithat-arel - (empty string) Markov model.

- which are The decoding algorithm attempts to find the maximum

- that are likelihood phrase sequences ct, ... cN and the word expan-
sions it)(0 of each phrase. The output word sequence is then

For each experiment, these patterns were partitioned into the concatenation of the w ( . .

training and testing set. The testing set was not used in

the estimation of the model parameters. The test sentences
were generated from the test patterns by expanding the 3 RESULTS

phrases into word sequences. Initial experiments were conducted on a speaker not in-

cluded in the DARPA database in order to determine suit-

2.3 Parameter Estiniation able system parameters (which were then unchanged).

For each speaker, a set of 900 training patilerts was cho-
sen which was disjoint of the patterns of the test sentences. 3.1 Test on Training
A first order Markov model was constructed based on the
training patterns (the patterns included the coniext of the Before evaluation on the independent test sets, two speak-
-tranin itittern (thenpaten inlbudedary mke r. ofthe ers were run using sentences derived from patterns in their
sentence initial and sentence final boundary markers). TheQ for the sta-
transition probabilities were obtained from the relative fre- tisticnl model is very low in this case and recognition word '

quencies of phrases pairs in the training patterns, using error rate' is small. As shown in Table I this demonstrates
a simple interpolation rule to incorporate part of the ze-
roth order distribution. Interpolation is used to overcome ]

limitations of insufficient training by assigning reasonable I test on training
nonzero probabilities to all event. Spcifically, if F(c, c,_) sa MI (Q) WI' (Q) *,
is the relative frequency of c, following c,_1 a nid F(c,) is the 5.4e k 2  5  5.4N I'.8)(Q

rlative frequency of c, then probability of a phrase c, is 4 0(

assumed to be gh ,4.5%0 40.3 5.9% (53.3)

Pr (c,lc.... ,_-) = AF(c,lc,_,) 4- (I - A)F(c,) Table 1: Word error rate on training set (MI'=Markov

where in these experiments A = 0.9 for all states. For phrase model; WP=word pair grammar) .

each grammar associated with a phrase, a simple assump- '.

tion that all possible word sequences are equally likely was that when evaluated on the training set such a statisti-
made. Specifically, if there are m different non-null expan- cal model give low perplexity and good recognition perfor-
sions of a phrase c, then each of these expansion my1, ... wk mance. For comparison, results using a grammar (WP) is S
is assigned a probability shown. This grammar is constructed to allow all two-word

sequences which occur in any expansion of the training pat-

Pr (wl,. w&c) = (I -0,)1 terns. Note that even though the statistical model used
m incorporates the interpolation rule described above, and

where 0, is the probability of a null expansion. For non- therefore allows all possible word sequences and not, sim-
optional phrases, 0, = 0. ply those in the the WP grammar, the perplexity is lower _

2 e Mt 2Perplexity Q = 21 where I is the average information
2.4 Decoding Method log2 p) or the state transitions (with probabilities p) in a set
The decoding algorithm used to generate the results is of sentences using a particular probabilistic model.
based on the algorithm presented in 12,31. A hidden Markov 3Word error rate is the average number of substitution (S),
model approach is taken in which context-dep,-ident tri- deletion (D) and insertion (I) errors per reference word ( (" I

phone models are trained using the "forward-backward" D - E)/N where N is the number of reference words).
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than the WP grammar and the performance is somewhat the use of certain higher order states which have been oh,-
better. served in the training, it is not clear how the model should

b,! constructed to actually improve recognition performance
significantly. Also, the assumption that all word sequences

3.2 Test Resuilts within a grammar are equally likely is clearly a very crude
The full evaluation consisted of six speakers from the approximation and some improvement may be obtainable 0
DARPA database with 25 utterance each. The word er- through more careful assignment of these probabilities.
ror rates are presented in Table 2. In order to evaluate

4 CONCLUSIONS

independent test test on training The results presented here demonstrate the viability of in-

speaker MPF NG \-- l- corporating linguistic structure into a statistical model. In

(Q :a 75) (Q =1000) Q Z 60) the resource management domain, neither soely statistical
bef 12.3- % 8. nor linguistic techniques alone are adequate at this time.cmr 13.8% 406 Straightforward statistical techniques lack sufficient train-

dtb 11.8% 39.4% ing and linguistic techniques have an inadequate coverage.
Sdtd 10.0% 26.7% 6.7% Ilowever. the combination of the modest training available
tpgh 7.0% 32.0% 6.0% and simple linguistic abstractions of this training corpus

tab 0.% 2.8% 63.2% provides good performance.
tabe 60.3% 34.8% 6.2 0
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